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Abstract

We estimate the effect of proximity on residential property values in US cities using a hedonic housing price model with spatial autocorrelation. Estimates based on all 1990 and 2000 Census block groups within five miles of every NFL, NBA, MLB, and NHL facility in the US suggest that the median house value in block groups is higher in block groups closer to facilities, suggesting that positive externalities from professional sports facilities may be capitalized into residential real estate prices. The existence of external benefits may justify some of the large public subsidies for construction and operation of professional sports facilities.

Introduction

Despite a lack of evidence that sports facilities generate tangible positive economic benefits, cities continue to subsidize the construction of new sports facilities in order to attract new teams or keep existing ones. The persistent subsidies indicate that professional sports facilities may generate some benefits and suggest looking beyond direct economic impact, in terms of income, jobs, and taxes, for evidence. One place to look for evidence of intangible benefits is in the value of fixed assets like real estate. The value of some non-market public goods like open space, good air quality, high quality schools, etc., appears to be capitalized into housing values and reflected in wages in the form of compensating differentials, based on empirical estimates from standard hedonic models. If air quality and green space affect wages and housing values, then non-economic benefits generated by sports facilities and teams might also be capitalized into these prices.

The literature examining the economic impact of sports contains relatively few studies that examine the effect of sports facilities on housing values, even though intangible benefits are frequently mentioned as potentially important benefits generated by sports facilities. Only a handful of papers investigate the effects of sports facilities on housing values or rents: Ahlfeldt and Kavetsos (2011), Ahlfeldt and Maennig (2010), Carlino and Coulson (2004), Dehring, Depken, and Ward (2007), Kiel, Matheson, and Sullivan (2010) and Tu (2005). We examine the effects of spatial proximity to a sports facility on housing values using cross-sectional data from the 1990 and 2000 United States Censuses. This research differs from existing studies in several ways. First, it uses data from a relatively small geographic scope - Census block group level data. This has several advantages over more aggregated data in that it allows us to control for spatial heterogeneity across cities. The effect of spatial proximity to a sports facility on housing values may also be examined more precisely in block group level data because a variable reflecting the distance from a facility to each block group can be incorporated in the empirical model. Second, the sample contains data from all Metropolitan Statistical Areas (MSAs) with a franchise in any of the four major professional sports leagues, the National Football League (NFL), the National Basketball Association (NBA), the National Hockey League (NHL) and Major League Baseball (MLB). The effect of different types of sports facilities on housing values may vary because of different event scheduling patterns for the facilities. For example, among the four professional sports facilities, NBA and/or HNL...
arenas and MLB stadiums are used more frequently than NFL stadiums because there are at least 41 NBA and NHL regular season home games a year and 81 MLB regular season home games. Most facilities also host some pre-season games on a regular basis. Moreover, arenas host many other activities like concerts and trade shows, and some arenas are home to both NBA and NHL teams, which may enhance their desirability. Finally, our empirical methodology explicitly controls for spatial dependence in the data by accounting for spatial autocorrelation. This important element has been ignored in most of the existing literature on the spatial economic impact of professional sports facilities. We find evidence that the median residential house value in a census block group decreases as the block group gets farther from a sports facility, even after controlling for block group characteristics and spatial dependence in the data. This suggests that professional sports facilities may generate intangible benefits that are capitalized in housing values.

Related literature

A few papers have examined the effect of sports facilities on rents and property values. Carlino and Coulson (2004) found evidence that NFL teams and facilities generate non-economic benefits in central cities and their associated MSAs. Given that professional sports are, at some level, a non-excludable public good, Carlino and Coulson (2004) posited that the intangible benefits from the NFL manifest themselves as compensating differentials the same way as other contributors to the quality of life in a community, such as clean air, low crime, and pleasant weather. Cities that gain an NFL team will have higher quality of life than cities that do not, producing higher rents or lower wages. Carlino and Coulson (2004) estimated two hedonic price models, one for housing rents and the other for wages, using data from 53 of the 60 largest MSAs in 1993 and 1999, at three different levels of geographic aggregation: central city level, MSA level, and Consolidated Metropolitan Statistical Area (CMSA) level. Their results indicated that the presence of an NFL franchise raised rent by approximately 8% in central cities. Unlike other studies using hedonic models to measure the effects of attributes on housing prices in a specific location with individual housing data, this study was the first to employ cross-sectional data across major central cities and their associated MSAs using data from the American Housing Survey.

Carlino and Coulson (2004) did not address any potential negative effects generated by an NFL franchise on rent. Professional sports facilities may generate negative externalities because they also produce disamenities, such as traffic jams, noise, and trash. The net effect of sports facilities on housing values depends on the relative size of the positive and negative effects. If the positive effect dominates negative effect, then the net effect will be positive. In other words, the sign of the net effect cannot be determined a priori.

Carlino and Coulson’s (2004) estimates are not robust to changes in the geographic scope of the sample, suggesting that intangible benefits may exhibit spatial heterogeneity. The effect of sports facilities located in the urban core of cities may not spillover substantially to suburban areas. While suburban residents might derive benefits from living in a MSA that is home to a team, these benefits may diminish as the distance from the facility increases. So expanding the geographic scope from central cities to MSA, or even bigger CMSA, without controlling for spatial heterogeneity may not identify the effects of the presence of an NFL team on property values.

Spatial heterogeneity has been shown to be an important element of urban housing markets. Spatial heterogeneity exists in cities because housing values depend on surrounding amenities like good school quality and low crime rates. Variation in these amenities across space may affect housing values. So distance from a sports facility can be expected to affect housing values. We hypothesize that the economic impacts on housing values would be higher near a sports facility than far from the facility, and decline as the distance from the facility increases, given other things equal.

Kiel et al. (2010) performed a study similar to Carlino and Coulson (2004), but examined housing prices, not rent. This study also used data from the American Housing Survey in 1993 and 1999. Like Carlino and Coulson (2004), Kiel et al. (2010) estimated a hedonic model where the log of the owner-reported housing value was the dependent variable. They did not account for spatial dependence in the data. Kiel et al. (2010) found no relationship between residential housing values and proximity to NFL stadiums, after controlling for other factors affecting housing values.

Four similar case studies on the spatial economic impact of sports facilities have recently been published: Ahlfeldt and Kavetsos (2011), Ahlfeldt and Maennig (2010), Dehring et al. (2007), and Tu (2005). The first two examined the effects of an NFL stadium on property values while the third and fourth examined the effect of sports stadiums on property values in Europe. Tu (2005) analyzed the impact of FedEx Field, home of NFL’s Washington Redskins, on housing values in Price George’s County, Maryland. Dehring et al. (2007) analyzed the impacts of announcements about a potential football stadium for the Dallas Cowboys in Arlington, Texas on housing values. Ahlfeldt and Maennig (2010) analyzed the effect of three stadiums on assessed land value in Berlin. Ahlfeldt and Kavetsos (2011) analyzed the effect of the new Wembley stadium and Emirates stadium, on property values in London. These four papers reached different conclusions. Tu (2005) found a positive effect of FedEx Field on housing values within three miles of the stadium; Ahlfeldt and Maennig (2007) found both positive and negative effects of stadiums on housing values in Berlin; Dehring et al. (2007) found a negative aggregate impact of the three announcements on property values. Ahlfeldt and Kavetsos (2011) found a positive effect of new stadium announcements on property values.

Tu (2005) did not account for spatial dependence, which exists in spatial cross-sectional data, but instead modeled spatial proximity to FedEx Field by including a distance variable and three distance dummy variables indicating if the property is located in “impact areas” with three different radii: one-mile, two-miles, and three-miles.

Tu (2005) estimated a series of standard hedonic models to measure the price differentials between houses located in close proximity to FedEx Field and those with similar
attributes but located at a distance from the stadium, and found that houses within a one-mile radius from the stadium are priced lower than comparable units outside the three-mile impact area. Tu (2005) also used a difference-in-difference approach to examine changes in the impact of FedEx Field on property values over three time periods: pre-development, development, and post-development.

Dehring et al. (2007) investigated two sets of stadium announcements concerning a new stadium for the NFL’s Dallas Cowboys: a proposal to build a new stadium in Dallas Fair Park which was ultimately abandoned; and a proposal to build a stadium in Arlington that was undertaken. Dehring et al. (2007) employed a standard hedonic housing price model and a difference-in-difference approach to estimate the effects of these announcements on nearby residential property values. For the Dallas Fair Park case, they found that property values increased near Dallas Fair Park after the announcement of the new stadium proposal. However, in Dallas County, which would have paid for the stadium with increased sales taxes, residential property values decreased after the announcement. These patterns reversed when the proposal was abandoned. Three additional announcements concerning the proposed stadium in Arlington all had a negative impact on property values, but each was individually insignificant. The aggregate impact of the three announcements was negative and statistically significant. The accumulated net impact corresponded to an approximate 1.5% decline in property values in Arlington, which was almost equal to the anticipated household sales tax burden.

Again, both models in these two papers may be misspecified due to their failure to correct for spatial autocorrelation, leading to biased estimates. By explicitly accounting for spatial autocorrelation, this study should produce unbiased and consistent estimates of the effect of sports facilities on housing values.

Alfeldt and Maennig (2010) examined the effect of three multipurpose sports facilities on property values in Berlin. This case study is of considerable interest, as these facilities were built as urban redevelopment anchors in blighted neighborhoods. This study controlled for spatial dependence in the data. Alfeldt and Maennig (2007) present evidence that sports facilities raise the assessed value of some properties within 3000 m of sports facilities, although the impact declines with distance and the data also contain some evidence of a negative impact.

Some recent empirical evidence suggests that the nonpecuniary impacts of professional sports teams and facilities may vary across space (Coates & Humphreys, 2005). By analyzing voting on subsidies for professional sports facilities in two cities, Houston, Texas and Green Bay, Wisconsin, Coates and Humphreys (2005) found that voters living in close proximity to facilities tend to favor subsidies more than voters living farther from the facilities. Also they showed precincts with more renters in Green Bay cast a large share of “yes” votes for a subsidy for Lambeau Field while precincts with more renters in Houston cast a smaller share of “yes” votes for subsidies for a new basketball arena, which is consistent with Carlino and Coulson (2004) result in that it suggests a relationship between renters and benefits from sports. This evidence indicates that the benefits generated by professional sports are distributed unevenly not only across space within one city but also across cities and implies the existence of spatial heterogeneity both within a city and across cities.

In summary, the existing literature contains some evidence that professional sports facilities generate externalities. The net effect of these externalities can be either positive or negative. The existing evidence is based on detailed case studies of specific cities and facilities, and most does not account for spatial dependence in the data. We extend this literature by developing a comprehensive data set containing observations from many cities containing a wide variety of sports facilities. We also extend the commonly used hedonic housing price model to include spatial autocorrelation, a common feature in these data.

**Empirical model**

The standard hedonic housing price model relates the market value of a residential property, usually measured by sales price, to measures of housing unit attributes and neighborhood characteristics that determine the property values. When estimating a hedonic housing price model, an empirical researcher faces a choice among a number of possible functional forms for the empirical model. The existing literature uses linear functional forms (Palmquist, 1984), semi-log functional forms (Carlino & Coulson, 2004; Kiel et al., 2010), and log–log functional forms (Basu & Thibodeau, 1998). Each has advantages and disadvantages. For example, from an economic perspective, both the log-linear and log–log forms permit the marginal implicit price of a particular attribute to vary across the observations while the linear form forces a constant effect. The advantage of the linear form is that it is intuitive and provides a direct estimate of the marginal implicit price of an attribute—the coefficient estimate on the attribute variable in the equation. The empirical hedonic model specification used here is

\[ Y = \alpha + X\beta + \varepsilon \]  

where \( Y \) denotes an \( nx1 \) vector of housing values or log of the housing values, \( X \) is an \( nxk \) matrix of explanatory variables representing housing structure attributes, individual sports facility characteristics, and locational attributes. Some variables in \( X \) are expressed in log forms. \( X \) is assumed to be uncorrelated with the error term \( \varepsilon \). \( \alpha \) and \( \beta \) are vectors of unknown parameters to be estimated. \( \varepsilon \) is the standard random error term, which is uncorrelated with the explanatory variables, with mean zero and variance constant.

**Spatial autocorrelation**

Spatial autocorrelation can be loosely defined as the coincidence of value similarity and locational similarity (Anselin & Bera, 1998). Formally, spatial autocorrelation can be expressed by the moment condition

\[ Cov(y_i, y_j) = E(y_i y_j) - E(y_i) \cdot E(y_j) \neq 0 \text{ for } i \neq j \]  

where \( i \) and \( j \) refer to individual locations, \( y_i \) and \( y_j \) refer to the values of a random variable at that location. Spatial autocorrelation can be positive where similar values (high or low) for a random variable tend to cluster in space or negative where locations tend to be surrounded by neighbors.
with very dissimilar values. Of the two types, positive spatial autocorrelation is more intuitive and is observed much more in reality than negative spatial autocorrelation. Spatial autocorrelation exists in cross-sectional data because the variables examined share locational characteristics. Housing prices are spatially autocorrelated for the same reason. Economists have long called attention to spatial autocorrelation when evaluating housing prices (Basu & Thibodeau, 1998; Can, 1992; Dubin, 1992; Kim, Phipps, and Anselin, 2003). Despite the recent advances in spatial data analysis and spatial econometrics (Anselin, 1988, 2003a; Anselin, Florax, and Rey, 2004), spatial autocorrelation has not been considered in existing hedonic housing studies of the impacts of spatial facilities. The existence of spatial autocorrelation in the data set implies a loss of information. By including a spatial lagged dependent variable or error term into the model, the loss of information can be explicitly addressed (Anselin & Bera, 1998).

A crucial issue in modeling spatial autocorrelation is to define the locations for which the values of the equation error term are correlated, i.e., neighbors. Neighbors can be defined by both geographical features, e.g., distance, contiguity, and demographic or economic characteristics, e.g., population density, trade flow. However, house prices are assumed to capitalize the locational amenities which may be spatially autocorrelated. Therefore, the identification of neighbors for observations on housing prices should be based on geographic features.

**Spatial lags**

In general, spatial lag models are analogous to autoregressive model used in time-series analysis. But there is an important distinction between these two models. In spatial data, the autoregressive term induces simultaneity due to the two-way interaction among neighbors, i.e., the spatial shift operator or spatial lag operator takes forms of both \( y_{i-1} \) and \( y_{i+1} \), while there is no counterpart to time series data.

Following Anselin (1988), the formal spatial lag hedonic model, or spatial autoregressive (SAR) lag model can be represented as follows (Anselin, 1988):

\[
y = \rho Wy + X\beta + \varepsilon
\]

where \( \rho \) is the spatial autoregressive parameter with \( |\rho| < 1 \), \( W \) is an \( n \times n \) row-standardized spatial weights matrix that represents the neighbor structure with spatial lag \( Wy \) as a weighted average of neighboring values, and the other variables are as in Eq. (1). After some manipulation, the reduced form of the spatial lag model can be expressed

\[
y = (I - \rho W)^{-1}X\beta + (I - \rho W)^{-1}\varepsilon
\]

where the “Leontief Inverse” \( (I - \rho W)^{-1} \) links the dependent variable to all the \( x_i \) in the system through a spatial multiplier. Note that expanding the “Leontief Inverse” matrix leads to an expanded form given that \( |\rho| < 1 \) and \( w_{ij} \), the element of \( W \), is less than 1 for row-standardized spatial weights:

\[
(I - \rho W)^{-1} = I + \rho W + \rho^2 W^2 + \ldots
\]

where each observation of dependent variable is linked to all observations of the explanatory variables through this spatial multiplier. In addition, Eqs. (4) and (5) show how the dependent variable \( y \) at location \( i \) is related to the error terms at all locations in the system through the same spatial multiplier in the SAR process. So this SAR process generates a global range of spillovers, which is referred as a type of global autocorrelation since it relates all the locations in the system to each other (Anselin, 2003b). This SAR process well captures the features of housing market in that there are neighboring spillover effects on houses each other due to shared neighborhood amenities. So each house price affects all the other houses in the neighborhood, but with distance decay. This simultaneity due to the two-way spatial interaction makes the spatial lag term \( Wy \) correlated with the equation error term, which makes the OLS estimators biased and inconsistent. Anselin (1988) develops maximum likelihood and instrumental variables estimators to correct for this problem. The following section discusses these estimators.

**Spatial errors**

There are two different specifications for the error terms: spatial autoregressive errors and spatial moving average errors. Accordingly, two types of spatial error models can be specified. The spatial autoregressive (SAR) error model is similar to Eq. (3) but with a spatial lag in the error term (Anselin, 1988):

\[
\varepsilon = \lambda Wy + u
\]

where \( \lambda \) is the spatial autoregressive parameter with \( |\lambda| < 1 \), \( W \) is the weights matrix, and \( u \) is a vector of i.i.d. errors. Like the spatial lag model solved for \( y \), the above error term can be expressed:

\[
\varepsilon = (I - \lambda W)^{-1}u
\]

where similarly, for \( |\lambda| < 1 \) and \( w_{ij} < 1 \), the expansion of the “Leontief Inverse” matrix is:

\[
(I - \lambda W)^{-1} = I + \lambda W + \lambda^2 W^2 + \ldots
\]

The variance–covariance matrix for the vector of error terms is

\[
E(\varepsilon \varepsilon') = \sigma^2[I - \lambda W]'(I - \lambda W)^{-1}
\]

which is the product of the Leontief expansion and its transpose. Again this type of variance–covariance structure is referred as global by Anselin (2003b), since it relates all locations in the system to each other. This global nature implies that, for this SAR error process, a shock in the error \( u \) at any location in the housing market will propagate to all other locations according to the above Leontief expansion. The OLS estimator, while still unbiased, will be no longer efficient under this error structure. So the estimation of spatial autoregressive error model should be based on maximum likelihood or instrumental variables method (Anselin, 1988).

The spatial moving average (SMA) error model can be expressed as

\[
\varepsilon = \gamma Wu + u
\]

where \( \gamma \) is the SMA parameter, and the other variables are the same as in Eq. (6). The SMA error process is quite
different from the spatial autoregressive error model in that SMA only produces a local range of spillover effects, because Eq. (10) is already a reduced form and does not contain the inverse matrix term (Anselin, 2003b). Formally, it can be expressed:

\[ E(\varepsilon^2) = \sigma^2 \left( (1 + \gamma W)(1 + \gamma W) \right) \]

\[ = \sigma^2 \left[ (1 + \gamma (W + W^T)) + \gamma^2 W W^T \right] \quad (11) \]

From Eq. (11), the variance–covariance structure of SMA depends only on the first and second order neighbors instead of all the observations as in spatial autoregressive error model. Beyond two “bands” of neighbors, the spatial covariance is zero. Again OLS estimation of the SMA model will still remain unbiased but be inefficient due to the resulting error covariance structure.

In both spatial error models, spatial dependence in the error terms may induce heteroskedasticity because the diagonal elements in both Eqs. (9) and (11), the variance of both processes at each location, depend on the diagonal elements in \( W, WW, W^T \), and so on, which are directly related to the number of neighbors for each location. So if the neighborhood structure is not constant across space, then heteroskedastic errors result. One way to avoid this result is to define a \( k \)-nearest neighbor spatial weights matrix where the number of neighbors is a constant or using spatial two-stage least squares estimation to correct for heteroskedastic errors (Anselin, 1988). Compared to the spatial autoregressive error model, SMA is not used often as it only accounts for local externalities in errors. We use a spatial autoregressive error model, described in the following section, in our empirical analysis.

**Specification of the spatial weights matrix**

A spatial weights matrix is an \( n \times n \) positive symmetric matrix, \( W \), which specifies the “neighborhood set” for each observation as nonzero elements. In each row, a nonzero element \( w_{ij} \) defines column \( j \) as a neighbor of \( i \). So \( w_{ij} = 1 \) when \( i \) and \( j \) are neighbors, and \( w_{ij} = 0 \) otherwise. Conventionally, the diagonal elements of the weights matrix are set to zero, i.e., \( w_{ii} = 0 \). The weights matrix is row standardized such that the weights of a row sum to one. The row standardized weights matrix makes the spatial lag term an average of all neighboring values and thus allows for spatial smoothing of the neighboring values. It ensures that the spatial parameters in many spatial stochastic processes are comparable between models.

The specification of neighborhood sets, in which elements are set to nonzero values, is important because it captures the extent of spatial interaction and spatial externalities. In the case of housing markets, nonzero elements in the weights matrix represent the spillover effects from each house on its neighbors. Due to the features of both housing markets and housing data, the specification of the neighborhood set for each house is especially important.

A number of definitions of neighborhoods and associated spatial weights matrices have been proposed in the literature. The traditional approach relies on geographic structure or the spatial structure of the observations. In this approach, areal units are defined as “neighbors” if they share a common border, which is called first-order contiguity, or if they are within a given distance of each other; i.e., \( w_{ij} = 1 \) for \( d_{ij} < t \), where \( d_{ij} \) is the distance between observations \( i \) and \( j \), and \( t \) is the distance cut-off value. In GeoDa, a spatial econometrics software program, a spatial weights matrix can be constructed based on border contiguity, distance contiguity, and \( k \)-nearest neighbors. For the border contiguity, GeoDa can create first-order and higher-order weights matrices based on rook contiguity (common boundaries) and queen contiguity (both common boundaries and common vertices). Each of these three ways has its own advantages and disadvantages. For example, when there is a high degree of heterogeneity in the spatial distribution of areal units (polygon) or points, the distance based spatial weights matrix will generate non-constant number of neighbors for each observation. As noted above, one way to solve this heterogeneity problem is to constrain the neighbor structure to the \( k \)-nearest neighbors. Non-symmetric weights matrix does not capture the two-way interaction existed among the spatial observations because non-symmetry implies subject \( i \) a neighbor of subject \( j \) but not vice versa. Though in some rare cases, spatial effect might be just one-way and irreversible like in time-series analysis, in most cases including examining the housing value, the spatial effect is two-way interaction and the spatial weights matrix, therefore, must be defined as a symmetric one. So it is not appropriate to construct \( k \)-nearest neighbor weights matrix in this study. Also \( k \)-nearest neighbor weights matrix is very rigid and may not be appropriate in some given situations.

So one must carefully choose the way to define spatial weights matrix in empirical applications.

In rural housing markets, a spatial weights matrix based on contiguity may not be appropriate because houses in rural areas may be far apart each other and be separated by some geographic features so that they are not contiguous. A rural spatial weights matrix based on contiguity may include houses with no neighbors or “islands,” a disadvantage of using a distance-based spatial weights matrix in rural housing markets. However, in urban areas, houses are more contiguous and lot sizes do not vary much, so both contiguity and distance based spatial weights matrix should be feasible. In the following empirical analysis, we use a spatial weights matrix based on common boundaries or rook contiguity.

**Data description**

The main sources of data are the Census 1990 and 2000 Long Forms. Census data contain a large amount of economic and demographic information on U.S. households, including detailed geographic information, at various geographical levels from state to census block group. The data used were collected directly from Census CD + Map 1990 and Census CD 2000 Long Form SF3 produced by Geolytics, Inc., which provide a geographic interface for 1990 and 2000 Long Form census data.

We use data from the 1990 and 2000 Decennial Censuses at the block group level. Data at this level of aggregation...
used by Carlino and Coulson (2004) and Kiel et al. (2010), and the micro-level data used by Tu (2005), Dehring, et al (2007) and Ahfeldt and Maennig (2010), Kiel et al. (2010) and Ahfeldt and Kavetsos (2011). Census block groups are collections of census blocks containing between 600 and 3000 people. They are the smallest unit of analysis in publicly available Census data that contain both demographic and economic characteristics and geographical descriptors that will allow us to correct for spatial dependence. Data at more aggregated levels, like counties or MSAs would obscure the spatial effects, while publicly available Census data that contain both demographic and economic characteristics and geographical descriptors is close to 100% for both periods. Most occupied units with complete kitchen facilities and with plumbing facilities is close to 100% for both periods. We use block group level data from the 1990 and 2000

Census in the sample, the MSAs, and the teams that play in them. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them.4

Table 2 contains summary statistics for the key variables appearing in Eq. (3), the spatial hedonic model. The sample contains 28,500 block groups in 1990 and 30,346 block groups in 2000. The dependent variable is the median value of all owner occupied housing units in each block group. The average of these block group medians in the sample was $116,131 in 1990 and $162,828 in 2000. For the housing structure attributes, the mean value of percent of owner occupied units with complete kitchen facilities and with plumbing facilities is close to 100% for both periods. Most of the sports facility sites in the sample contained multiple facilities.

We use block group level data from the 1990 and 2000 Censuses. Unfortunately, we cannot pool these data because the geographical boundaries of the block groups changed from 1990 to 2000. Thus for any particular 1990 Census block group, there does not exist an exact corresponding block group in the 2000 Census. Because of this lack of correspondence, we estimate separate models for the 1990 and 2000 Censuses. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them.4

Table 2 contains summary statistics for the key variables appearing in Eq. (3), the spatial hedonic model. The sample contains 28,500 block groups in 1990 and 30,346 block groups in 2000. The dependent variable is the median value of all owner occupied housing units in each block group. The average of these block group medians in the sample was $116,131 in 1990 and $162,828 in 2000. For the housing structure attributes, the mean value of percent of owner occupied units with complete kitchen facilities and with plumbing facilities is close to 100% for both periods. Most of the sports facility sites in the sample contained multiple facilities.

We use block group level data from the 1990 and 2000 Censuses. Unfortunately, we cannot pool these data because the geographical boundaries of the block groups changed from 1990 to 2000. Thus for any particular 1990 Census block group, there does not exist an exact corresponding block group in the 2000 Census. Because of this lack of correspondence, we estimate separate models for the 1990 and 2000 Censuses. Our data contain all of the stadiums and arenas in use in the NFL, NBA, NHL, and MLB in the 1990 and/or 2000 Census. This comprehensive set of sports facilities yields a large data set containing 126 individual sports facilities in 45 MSAs. Tables 1A, 1B and 1C show the facilities included in the sample, the MSAs, and the teams that play in them.4

Table 2 contains summary statistics for the key variables appearing in Eq. (3), the spatial hedonic model. The sample contains 28,500 block groups in 1990 and 30,346 block groups in 2000. The dependent variable is the median value of all owner occupied housing units in each block group. The average of these block group medians in the sample was $116,131 in 1990 and $162,828 in 2000. For the housing structure attributes, the mean value of percent of owner occupied units with complete kitchen facilities and with plumbing facilities is close to 100% for both periods. Most of the sports facility sites in the sample contained multiple facilities.

4 For 1990, we only include those facilities built before 1990 and not demolished by 1990. The stadiums with * were built after 1990 and therefore not included in the 1990 sample but in the 2000 sample. For the 2000 sample, we only include those built before (including) 2000 and not demolished by 2000. The stadiums with # were demolished by 2000 and therefore not included in the 2000 sample but are still in the 1990 sample.
One of the major issues in the hedonic housing literature is the selection of control variables to explain observed variation in housing values. The literature contains two broad categories of explanatory variables: characteristics of the housing units, including lot size and structural characteristics; and characteristics of the neighborhood, including socioeconomic characteristics such as racial composition and median household income, and public amenities such as schools and parks. The latter category is the focus of much of the hedonic studies and has been extended to include a vector of city specific dummy variables to capture factors such as race, crime, air quality, water quality, and other environmental amenities. Ideally, the empirical model should control for as many housing unit specific and neighborhood specific characteristics as possible, but sometimes data availability is a major determinant of the selection of explanatory variables.

We use explanatory variables, grouped into three categories: housing structure attributes, neighborhood characteristics, and sports facility related characteristics. The first category contains percent of owner occupied housing units with structure detached, average number of bedrooms in owner occupied housing units, average number of vehicles owned by owner occupied housing units, and median age of owner occupied housing units. Most of these housing attributes are examined in the standard hedonic housing literature but the selection of these housing attributes is influenced by data availability.

The second category, neighborhood characteristics, seems to be unmotivated in the hedonic literature. These variables are often included in an ad hoc fashion, with little theoretical justification foundation and empirical motivation. Following the existing literature and some theoretical considerations, our choices in the second category include median block group household income, distance from the block group to the central business district (CBD), percent of population 25 years old and over with bachelor's degrees, percent of population 25 years old and over with equivalent degrees, percent of population that is black, and percent of Hispanic population. In addition we include a vector of city specific dummy variables to capture

---

5 See Boyle and Kiel (2001) for a full review of house price hedonic studies. But some studies did not include any neighborhood characteristics at all (Basu & Thibodeau, 1998; Can, 1992).

6 All the distance variables are calculated from centroid to centroid of the block groups. For example, distance to the CBD is calculated from the centroid of each block group to the centroid of CBD block groups. Distance to the sports facility is calculated from the centroid of each block group to the block group where the facility is located.
other unobserved heterogeneity in the area which will also influence housing values, for example environmental amenities such as weather or access to a sea shore.

Median household income is usually included in hedonic models to capture neighborhood characteristics. Alternatively, some studies include the percentage of the population below the poverty line (Beron, Hanson, Murdoch, and Thayer, 2004) or median family income (Palmquist, 1984) to control for these characteristics. The distance to the Central Business District (CBD), an area of high land valuation characterized by a high concentration of retail businesses, service businesses, offices, theaters, and hotels, and by a very high traffic flow (http://www.census.gov/geo/www/cbd.html), may also affect residential location choices because it reflects accessibility to the work place. It is important to control for accessibility to the CBD by including some accessibility variables in the hedonic housing price model (Freeman, 1979). Usually distance to the CBD or some other locational measures such as distance to major freeways is used to measure the accessibility effects.

Educational attainment variables, such as percentage of population with high school degree or bachelor’s degree, are expected to have some effect on property values. While these two variables seldom appear in the hedonic literature (Beron et al., 2004), they are often studied in regional growth literature (Carlino & Mills, 1987; Clark & Murphy, 1996). The educational attainment percentage in this study is not viewed to reflect school quality. It represents partially the quality of life. Quality of life, usually referring a series of environmental amenities and public services, will affect housing values. So percentage of high school graduates and bachelors is hypothesized to influence the housing values through influencing the quality of life in the neighborhood. It is expected that the higher the percentage of population with lower education, the lower the housing values in the neighborhood, and the higher the percentage of population with higher education, the higher the housing values in the neighborhood. This is because, in general, workers with a high school degree will have blue collar jobs while workers with a college degree will have

---

7 The distance from housing units to the CBD (DIST_CBD) is excluded in the final model estimation though it is important for housing values. We excluded it because of collinearity between it and the distance to the sports facility when the sports facility is located in the CBD. If the facility is located in the CBD, then these two distances are equivalent. Since the effect from the distance variable from housing units to the facility is the focus of the paper, DIST_CBD is dropped from the model.

8 Some studies use the school district average assessment (Beron et al., 2004) or school district dummies (Dale, Murdoch, Thayer, & Waddell, 1999) to control for the effects of school quality on housing values.
white collar jobs. So the percentage of population with a high school degree will have a negative effect on the housing value while the percentage of population with bachelor’s degree will have a positive effect. The percent of the population that is African-American is also often included in hedonic models and is expected to have a negative effect on property values (Bowen et al., 2001).

The last category is sports facility related variables. It includes the distance from the census block group centroid to the closest sports facility, an indicator for the presence of multiple facilities in the city, the age of the sports facility, a renovation dummy to indicate whether the facility was renovated before 2000, and a multiple usage indicator variable to identify facilities with multiple teams playing in them. The distance to the stadium captures the spatial economic effects of sports facilities. The multiple-use indicator is based on the presence of teams in the four professional sports leagues and does not include hosting concerts or other non-sports events. As discussed in the literature review, the economic impact of sports facilities may differ when the facility is located in the center of a city compared to a suburban area. To control for this difference, we constructed a CBD indicator that is equal to one when the sports facility is located in the CBD of a city. This CBD indicator is based on the definition of Census Business Districts from the 1982 Census of Retail Trade. The problem with using the 1982 CBD definition with 1990 and 2000 census data is that there might be more census block groups which should be defined as in the CBD in both the 1990 and 2000 census data than in the 1982 census data. But this is the most recent definition of CBDs available. The Census Bureau discontinued the CBD program after the 1982 Census of Retail Trade.

The number of block groups varies among MSAs, so the number of observations in a MSA is as large as 16,576 in the New York MSA or as small as 178 in the Green Bay MSA. The average MSA has 2738 block groups. It is not necessary to pool all the observations from all 37 MSAs for this cross-sectional analysis because the impacts from sports facilities are not expected to spill over the entire MSA or even the entire county. From our empirical analysis, the effects are not significant when the facility is 4 or more miles away. After all facility block groups are identified, we extracted data from block groups within a radius of 5 miles of the centroid of the block group containing the facility.

### Results

Table 3 shows the results from estimating the hedonic housing price model, Eq. (7), with spatial lags based on the “rook” spatial weights matrix, using data from the 1990 and 2000 Censuses. Table 3 contains estimated parameters with $P$-values shown below. The empirical model also included MSA-specific intercept terms in order to control for unobservable MSA-specific housing market characteristics. These parameter estimates are not reported, but most were significant. Since the hedonic housing price literature contains a variety of functional forms, and theory provides no clear guidance on functional form in this instance, we report results based on two functional forms: linear, and log-log models. The linear form forces the effect of distance from a sports facility to be constant, while the log-log form allows this effect to vary systematically with distance.

The spatial lag parameter is positive and significant in all model specifications, indicating that spatial dependence is important in these data. Recall that failure to account for this dependence can lead to biased and inconsistent estimates when using the OLS estimator.

The key parameter of interest on this table is the estimated effect of distance from a sports facility on the median value of owner occupied housing units in a block group. The sign of this parameter is negative in three of the four model specifications and not statistically different from zero. The model specification testing and literature using spatial hedonic model (Kim, Phipps, & Anselin, 2003) suggest that spatial lag instead of spatial error model is more likely to be appropriate in capturing the spillover effects on housing values with rook contiguity spatial weights matrix.

---

**Table 2**  
Summary statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1990 Mean</th>
<th>1990 Std dev</th>
<th>2000 Mean</th>
<th>2000 Std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median value, owner occupied units</td>
<td>116131</td>
<td>98506</td>
<td>162228</td>
<td>138499</td>
</tr>
<tr>
<td>Multiple stadiums indicator</td>
<td>0.51</td>
<td>0.50</td>
<td>0.71</td>
<td>0.45</td>
</tr>
<tr>
<td>Multiple use stadium indicator</td>
<td>0.60</td>
<td>0.49</td>
<td>0.59</td>
<td>0.49</td>
</tr>
<tr>
<td>NFL</td>
<td>0.11</td>
<td>0.31</td>
<td>0.14</td>
<td>0.35</td>
</tr>
<tr>
<td>MLB</td>
<td>0.26</td>
<td>0.44</td>
<td>0.25</td>
<td>0.43</td>
</tr>
<tr>
<td>NBA</td>
<td>0.50</td>
<td>0.50</td>
<td>0.30</td>
<td>0.46</td>
</tr>
<tr>
<td>CBD indicator</td>
<td>0.29</td>
<td>0.46</td>
<td>0.33</td>
<td>0.47</td>
</tr>
<tr>
<td>Stadium age</td>
<td>22.85</td>
<td>18.80</td>
<td>16.56</td>
<td>21.34</td>
</tr>
<tr>
<td>Renovated stadium</td>
<td>0.09</td>
<td>0.29</td>
<td>0.12</td>
<td>0.33</td>
</tr>
<tr>
<td>Percent in block group with College degree</td>
<td>0.13</td>
<td>0.11</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Percent of block group African American</td>
<td>0.26</td>
<td>0.36</td>
<td>0.26</td>
<td>0.34</td>
</tr>
<tr>
<td>Percent of block group Hispanic</td>
<td>0.14</td>
<td>0.23</td>
<td>0.20</td>
<td>0.26</td>
</tr>
<tr>
<td>Average number of rooms</td>
<td>5.13</td>
<td>1.14</td>
<td>4.99</td>
<td>1.25</td>
</tr>
<tr>
<td>Percent detached owner occupied units</td>
<td>0.67</td>
<td>0.35</td>
<td>0.63</td>
<td>0.36</td>
</tr>
<tr>
<td>Percent of housing units with Propane heat</td>
<td>0.68</td>
<td>0.29</td>
<td>0.65</td>
<td>0.27</td>
</tr>
<tr>
<td>Average# of bedrooms</td>
<td>2.84</td>
<td>0.52</td>
<td>2.74</td>
<td>0.60</td>
</tr>
<tr>
<td>Average number of vehicles</td>
<td>1.57</td>
<td>0.51</td>
<td>1.55</td>
<td>0.52</td>
</tr>
<tr>
<td>Median household income</td>
<td>30286</td>
<td>16989</td>
<td>42271</td>
<td>23937</td>
</tr>
<tr>
<td>Median house age</td>
<td>39.27</td>
<td>12.07</td>
<td>48.55</td>
<td>14.30</td>
</tr>
</tbody>
</table>

---

9 Tu (2005) showed similar results that the impact is not significant after 3 miles.

10 The model specification testing and literature using spatial hedonic model (Kim, Phipps, & Anselin, 2003) suggest that spatial lag instead of spatial error model is more likely to be appropriate in capturing the spillover effects on housing values with rook contiguity spatial weights matrix.
null
Our results confirm the findings contained in other case studies of the spatial economic impact of professional sports facilities (Ahlfeldt and Kavetsos, 2011; Tu, 2005). We find evidence consistent with the idea that professional sports facilities generate externalities, and that these effects are capitalized in residential property values and decline with distance. Our results are based on a large, comprehensive data set containing housing values located near a wide variety of sports facilities in many cities.

How large are the increases in property values, in aggregate, in cities with professional sports facilities? The results in column 3 of Table 3 suggest that moving a residential housing unit one mile closer to a sports facility would increase its value by $793. The total increase in housing values in a city would depend on the number of residences in the city and the proximity of these residences to the sports facility. In order to provide an estimate of the total value of the increase in housing values in a city attributable to a sports facility, we performed the following thought experiment/back of the envelope calculation: if every occupied housing unit within X miles of a sports facility in a city were moved to adjacent to the facility, by how much would housing values increase in that city?

Table 4 shows the results of this calculation, using data from the 2000 Census. The unit of observation is a metropolitan area; the housing density and location of the facility differs across metropolitan areas, leading to different values for the calculation. We have performed this calculation for four different impact areas: all occupied residences within one, two, three and four miles of the facility. Table 4 shows the average and median increase in total housing values, and the smallest and largest increases across the metropolitan areas in the sample. Note that in some metropolitan areas the increase in aggregate housing values is relatively small, and that a few very large metropolitan areas with high housing density skew the estimated average increase in aggregate housing values well above the median increase. The median increase in aggregate housing value is modest, ranging from $11.2 million in a one mile radius to $277 million in a four mile radius. Eleven new professional sports facilities were opened in the US in 2000 and 2001, a banner period for such openings. The average cost of these facilities was $316 million (and the median cost was $339 million), so the increase in aggregate housing values would only equal the cost of a facility in the largest cities.

However, cities collect property taxes annually, and the results on Table 4 are for permanent increases in property values. Assuming a 30 year useful life of each facility, a discount rate of 5%, and an average property tax of 1.38%, the present discounted value of the future property tax increases for the median total property value increase of $11.2 million is $10 million. At the median for the four mile radius impact area, the present discounted value of the increased property taxes is $254 million. Again, it appears that the increase in residential property values generated by a new sports facility is less than the cost of building such a facility in all but the largest, most densely populated metropolitan areas.

We note that unlike the papers using data on individual house prices, this analysis uses data aggregated to the Census Block level. If the median house value in a census block does not reflect the distribution of housing prices in each Census Block, then the results here are weakened. However, we believe that the use of census block group data is an important bridge between research using data aggregated to the MSA level and case studies of a single location.

The results in this paper have important urban policy implications. The lack of evidence supporting the notion that professional sports teams generate tangible economic benefits in the local economy has called into question the economic rationale for the large subsidies provided by state and local governments for the construction and operation of sports facilities. However, the results presented here suggest that sports facilities generate important intangible spillover benefits in the local economy, and that these intangible benefits are capitalized into residential housing prices. The presence of these benefits, if large enough, could justify subsidies for sports facility construction and operation, since many local governments generate tax revenues from taxing property.

A considerable amount of work remains to be done in this line of research. The observed effect of proximity of a sports stadium on residential housing prices could work through the effect of these facilities on business location, and the effect of business location on residential properties. If many bars and restaurants open close to sports facilities, this will increase the demand for land in these areas and drive up existing property values. This issue can be addressed by expanding the data set to include neighborhood business characteristics. Decisions about the location of sports facilities in metropolitan areas may not be exogenous; urban planners may build new sports facilities in areas in need of economic development. If this is true, then the distance variable will be correlated with the equation error term in Eq. (7), and the results in the paper may be biased and inconsistent.

If sports facilities increase residential property values, then the cities that are host to professional sports teams may collect more property tax revenues than they would have absent these facilities. Clearly, this implication deserves further attention. Our empirical results can serve

<table>
<thead>
<tr>
<th>Impact radius</th>
<th>Average increase</th>
<th>Median increase</th>
<th>Smallest increase</th>
<th>Largest increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>One mile</td>
<td>$19,500,000</td>
<td>$11,200,000</td>
<td>$1570,649</td>
<td>$103,000,000</td>
</tr>
<tr>
<td>Two miles</td>
<td>$102,000,000</td>
<td>$55,500,000</td>
<td>$14,600,000</td>
<td>$653,000,000</td>
</tr>
<tr>
<td>Three miles</td>
<td>$247,000,000</td>
<td>$153,000,000</td>
<td>$39,600,000</td>
<td>$1680,000,000</td>
</tr>
<tr>
<td>Four miles</td>
<td>$424,000,000</td>
<td>$277,000,000</td>
<td>$80,000,000</td>
<td>$3180,000,000</td>
</tr>
</tbody>
</table>

12 In 2007 the average property tax rate in the US was 1.38%; (http://www.nytimes.com/2007/04/10/business/11leonhardt-avgproptaxrates.html).
as the basis of a cost-benefit study comparing the value of sports facility subsidies to the additional property tax revenues generated by these facilities.
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